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TARGET PARAMETER ESTIMATION IN THE NEAR-FIELD WITH TWO SENSORS

HEMCHANDRA M. SHERTUKDE and YAAKOV BAR-SHALOM
Electrical Engineering and Computer Science Department,

University of Connecticut, U-157,

Storrs, CT 06268 S
ABSTRACT ’

» A performance prediction procedure is developed for the evaluation ; '_:"_",:
> SCRER
F.\ .-.",’_
Y. of a passive tracking technique for the localization of targets in the R
A B
- near-field of the sensors. The target moves in a three-dimensional Pyd

space with a constant velocity at a constant depth. The parameter
vector is thus five-dimensional. Target localization parameter

identifiability is established with the aid of the Fisher Information

Matrix (FIM). The FIM is evaluated for various combinations of the

following sequences of measurements: time difference of arrival (TDOA)
between the two sensors, depression angles measured at the two sensors,
and frequency measurements obtained separately with the two sensors.

The FIM is used to determine bounds on localization performance,
and the corresponding uncertainty ellipses associated with the target
position are evaluated for various tracking scenarios.

The theoretical results are corroborated by applying a maximum
likelihood estimation algorithm to simulated data and observing the

results for a series of Monte Carlo simulations. Accession ) For e ‘
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I. INTRODUCTION

The problem of passively tracking the position of a target in two
dimensions has been extensively discussed in the literature (1]-{7]. A
performance prediction procedure is developed and applied to the
evaluation of a passive fhree-dimensional tracking problem, where
the target moves at a ccnstant depth with constant velocity. The position
and velocity of the target can be estimated from passive measurements

obtained with as few as two sensors which are omnidirectional in the

horizontal plane with possible added capability to measure depression
angles, in which case they are vertical arrays.

F The Fisher Information Matrix (FIM) [10] is evaluated for various
b

combinations of the following sequences of measurements : time difference

of arrival (TDOA) between the two sensors, depression angles measured at

the two sensors, frequency measurements obtained separately with two

sensors. The following issues are addressed:
1) Identifiability - under what conditions (if any) can the target
localization parameters be estimated. :::E:
Ry
- 2) Assessment of the quality of the parameter estimates via evaluation :;ia‘\z

of the Cramer-Rao Lower Bound (CRLB) of the estimation error covariance
- {s1, (101].

3) Development of a suitable numerical algorithm that yields the
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Maximum Likelihood Estimate (MLE) of the parameters by maximizing

the likelihood function [10].

! 4) Comparison of the performance obtained with simulated data to the
theoretically predicted CRLB for validation of this approach.

. The results demonstrate that reliable estimates of the target position

in three dimensions and its velocity can be obtained with measurements

such as TDOA between the two sensors and two depression angle

measurements. Addition of frequency measurements enhances the accuracy of bﬁ.;-:'_#
the estimates. Even with a very limited number of measurements, e.g., six i
to eight TDOA measurements combined with the depregssion angle
measurements, the target can be localized when in the vicinity of the

sensors, i.e, in a region where the observed measurements change

noticeably with time. In addition, the results indicate that the I:j:::}'..":-
near-field estimates obtained from combined TDOA, depression angle and “ki::
frequency measurements are comparable with bearing measurements, which ;h;;;-:)
require additional complexities. The table below summarizes the results N
for various sensor configurations. »\S-

Conf. TDOA Freq. Rzg.. Localization performance \:\t\:

A X - X Identifiable el

B X - - Practically unidentifiable

C X X X Identifiable (good performance)

D - X - Identifiable (marginal performance)

E X X - Identifiable (better than D)

F - X X Identifiable

G - - X Practically unidentifiable

Table 1. Summary of results

DI
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Section [I discusses the formulation of the target
localization problem in three dimensions, and the identifiability
condition, stated in terms of the Fisher Information Matrix.

In addition, other measures of performance relating to eigenvalue
l dispersion and target position uncertainty are also discussed.
Section III deals with the CRLB for target localization which is
numerically evaluated for various target trajectories and sequences of
' measurements.

In Section IV the target localization performance is evaluated

experimentally using simulated data in conjunction with a gradient-based

! Maximum Likelihood algorithm and the errors are compared to the CRLB. The
results compare well with the theoretical predictions. Examination of the :

i performance for various test cases provides important insight into the ‘[. ‘

localization accuracy as it depends on the target trajectory relative to \

- -

the sensor positions and the types of measurements used. E

i Section V presents a summary and conclusions. The approach is

sufficiently general to be applied to air acoustics, passive radar or

‘_ electromagnetic direction finding.

k
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Il. PARAMETER IDENTIFIABILITY AND PERFORMANCE PREDICTIONS.

The target localization information contained in sequences of
measurements is examined with the aid of the Fisher Information Matrix.
The FIM will be used to determine the CRLB on the error covariance matrix
of the target localization parameter vector 6.

The analysis is performed for a three-dimensional case where the
target trajectory and the sensors are not in the same plane. In
configuration A from Table 1 the passive acoustic sensors (vertical
arrays, omnidirectional in the horizontal plane) are placed on the
surface of the ocean and the target moves at a constant depth.

The analysis is done for various combinations of the following sequences
of measurements
1) TDOA between the two sensors : T,(0,t.).

2) Depression angle from sensor i : A;(6,t,), i=1,2
3) Frequency (Doppler-shifted) at sensor j : fi(6.t), J=1,2
114 CRLB for TDOA and Depression Angle Measurements.
Consider the two sensors represented in Fig.1 with known locations

(xi,y’,O), i=1,2. The position of the target at time t, is given by:

x(tk)-xo*vxtk (11.1.1)
y(t )=y +vyty (11.1.2)
z(t, )=z, (I1.1.3)
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The parameter vector 8, describing the initial position and velocity, is:

B=(xg Y, Voo Vyr Zo)' (I1.1.4)
where v, Vy, denote the x and y componentis of the constant velocity

vector of the target, and ' denotes vector or matrix transpose. The target

moves at a constant depth z,.
Assuming the TDOA estimates (measurements) T,(6,t,) are

proportional to the corresponding range difference r,(6,t,) one has

Ty=rq(8.t,)/c (I1.1.5)

where,

rq(6,t,)=r,(6,t,)-r,(6,t,)2h,(6,t,)

B

“{ Dxexet) T [y,yh) 1522 )

1

- [xamx 1% [ v,y )72 ) (ILL6)
and ¢ denotes the speed of sound propagation in the medium. The
corresponding range difference measurement z(t) made with a sensor-
pair is given by

7,(ty)=hy (8,5, )+ w (1), k=1,,n (I1.1.7)
where We, denotes the measurement noise.
The depression angles are
h,(8,t,)2A,(6,¢,)

z

1 0
{ [ -2t 02ty -yt )2 ]

=tan~

(11.1.8)

Njo—

and,

ha(8,t,)2A,(6,t,)

EIP P AL SRR
L : '

LA
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=tan™! I (11.1.9)
[ =%t (y,-yt,? ]
The corresponding messurements made with the sensore ere
zz(tk)-hzte.tk)*wzzttk). k=1,..n (I1.1.10)
and,
Z3(ty)=hy(6,t, ) +w, (1), k=1,.,n (I1.1.11)
where wzz, “’23 denocte the angle measurement noises.

Assuming that the measurement noises are independent, identically
distributed, normal with zero mean and variances oziz.
i=1,2,3, the individual likelihood functions of the parameter 6 (the
joint pdf of the observations Z,=(z(t), k=1,..,n), i=1,2,3,

conditioned on 8) can be written as:

Az, (6)=p(Z,16)

n
=TI p(2,(t,)18)
k=1

. a,exp{ i3 [zl(tk)—hl(e.tk)]z} (IL1.12)
20
% k=1
where 1=1,2,3 and k=1, . .,n, and a denotes the normalization

constants.

A
The covariance of any unbiased estimate 6(2) of the (non-

random) parameter 8 cannot be smaller than the CRLB namely

P - E [B-0)B-0y10] 2 [1,0)] (I1.1.13)

where
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is the FIM corresponding to the combined informational content of the
three independent sets of measurements. The Hessian, symbolically written
above as the second derivative, is evaluated at the true value of the

I parameter 6. The additivity follows from the assumption of independence
of the measurement noises.

It can be seen that the identifiability condition is equivalent to

requiring the FIM to be nonsingular. Otherwise the lower bound is not
finite and the parameters are not identifiable.
' Using the gradient notation (a column vector) where
) (4 d d 4 d7
- Vo [dxo' dy’ dvy dvy’ dzoj (IL1.15)
i one can evaluate (II.1.14) as follows:
3 .
- i=1
) 3 1 n 2
4 -220 7 B{ $ VoVe'lzy(t,)-hy(6,1,)]
g =172 k=1
" 3 %
- ->0;2 E[ (Vgh,(8,4,)1(Vgh,(6,8,))
X S k-leltk o (8.
- -[Veve'h,(e,tk]](z,(tx)—h‘(e,tk)]} (11.1.16)
-
[ Denoting the gradient and Hessian of h as hg and hg,
respectively, i.e.,
'

I' o T . -
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Veh, (8,t,)=h (1) (11.1.17)
VeVo'h, (6,8, )= gq(t,) (11.1.18)

for i=1,2,3 vields

"
).
.
-
5

=

120 3, (©)
i=1

3 n
-50,72 E{ 2 nyptydnye (t)-hyee(ty)lz,(4)-hy (0401} (I1.L19)
i=1 k=1

Since expressions (II.1.17) and (II.1.18) are dterministic, the only

r stochastic term in (1I.1.19) is:
h 2,(t)-hy (Bt )= W, (1) (11.1.20)

which was assumed to be zero-mean. Thus (I1.1.19) becomes

3 n
Jz(e)-zo;f S hygltdhg' (L) (I1.1.21)
i=1 k=1

where it is aszumed that the set of TDOA and depression angle measurements

e e s
et e a0 e

Lot e LT

it P
eTa et

are obtained with a single sensor-pair at n discrete instants of time. r
i_'t-::'
N 0.
A necessary condition for the invertibility of (II.1.21) is that n2dim(8)=m,

. '
PSRN

in this case m=5. The analytical expression for (II.1.21) can be obtained
from (II.1.6), (I11.1.8), and (II.1.9) but at the same time it is too

complicated to obtain explicit expression for its invertibility. As

discussed in [8] the full rank condition of the set of gradients in

(IT.1.21) is sufficient for invertibility and thus local {identifiability.

Since our problem pertains to local identifiability one can work on this

condition to obtain the results.

The special structure of (11.1.21) as a sum of dyads implies that it

will be invertible iff the set of vectors hg(t ), k=1,.,n, i=1,2,3,
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span the Euclidean space of dimension m=dim(0).
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11.2 The Identifiability Condition
To determine target localization parameter identifiability from TDOA

and the two depression angle measurements, the gradients hw(tk), -1,2,3 are

evaluated using (II.1.6), (II.1.8) and (II.1.9).

v AnA

We denote the gradient vectors as follows

hig{ty)=Veh; (8,4 )= a5, by, apt, byt Cu]' ' i=1,2,3 (11.2.1)
where the quantities in the last bracket can be obtained explicitly as
done in Appendix A. When only TDOA measurements are considered the
spanning condition is equivalent to the determinant D; being non-zero,

where

gn ztz gla gn 8ys
i1 i 13 4 S
‘D‘| = a“i, a|22 a‘ata 3'4{4 a‘s{s *® 0. i-l (n.2.2)

bty bty bty bty byt
Ci1 Ci2 Cis Ciq Cys

Similarly (D,| and [Dyl can be written corresponding to depression angle

measurements by substituting i=2,3 in Eq. (II.2.2), respectively. However,

if all the sets of measurements are also considered the determinant of

(I11.1.21) should be considered. Since the determinant of the sum of

matrices is very difficult to evaluate the identifiability will be
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discussed in the sequel for one type of measurement at a time. The
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evaluation of the determinants is relegated to Appendix B.

The conclusions are summarized next. When the target is at endfire,

i.e., target bearing angle is zero and target depression angles are also :,.‘:-,;
S
el

zero, then the gradients are zero, which precludes identifiability. ‘:-,;3;:

Furthermore in the far-field B,(8,t,)=B,(8,t,) and A,(8,t,)=A,(6,t,) which also precludes

identifiability. When B,(6,t )+B,(6,t,)=n, and Aj(8,t)=A(0,t) i.e., target
motion in the perpendicular bisector plane of the segment joining the
sensors one has b,=0, ¢c;,=-0 and the target cannot be
practically identified as will be seen later. From the above the

near-field coundition is necessary for identifiability. The condition for

ID,;i#0 has been discussed in [7) for a 2-d case. To obtain a similar

condition for a 3-d the case is tedious and has been relegated to

e
IO

Appendix B. Thus, with the S-dimensional parameter vector for a target

.S '.l- Y ety
R ,j t_-

. 8 2"
LAAAAN L,

a'l’
IR

moving in a 3-dimensional space one has practical identifiability from

)
vy

X

{l.

Y
~

22l

TDOA and depression angle measurements unless:

[
ol
I

1} Target at endfire or far-fileld. I

2) Target motion in the perpendicular bisector plane of the segment

joining the two sensors.
I11.3 CRLB for the Combination of Complementary Measurements.

The contribution of additional measurements made with a pair of sensors,

such as single-sensor target frequency estimates {measurements), which are '




1t
denoted with i=4,S as
£,(8,t,)2h(8,t,)=[1+F,_5(0,t,)/c]fg i=4,5 j=1,2 (11.3.1)
where 1, ,(0,t,) denotes the time derivative of the range measured
by the respective sensor, ¢ denotes the speed of sound propagation in the
medium and f, denotes the Doppler-free target frequency. The
corresponding measurements are
zi(tk)-hi(e,tk%wz‘(tk) i=-1,2 (11.3.2)

where w, is the measurement noise, which is white, with zero mean
1

and a variance 02‘2.

The total FIM J,(0), corresponding to all the sets of measurements

obtained with a pair of sensors, is given by
S n
J,(8)= ZOzi'z > hye(t dhyg () (I1.3.3)
i=1 k=1

where hg(t,) denotes the gradient of h;(6,t,) as defined earlier in Eq. (II.1.17).
I1.4 Additional Performance Measures.
The inverse of FIM is the CRLB for the error coavriance matrix P
associated with the target localization parameter estimates i.e_,
P2J37'(8) (11.4.1)
where J7'(8) denotes the FIM for the combination of multiple measurement

sets. The determinant of J7'(6) provides a measure of the lower bound

of the hypervolume of the multiple dimensional uncertainty ellipsoid [10],

associated with target localization parameter estimate. The shape of the
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uncertainty ellipsoid can be obtained from the solution of the eigensystem

involving J"(e). The eigensystem provides the following interpretations:

s
.

.
(4
.

i) The lengths of the axes and their orientation in the reference coordinate

4
.

5

ﬁ
)
v
NE
-
»

system are given by the corresponding eigenvalues and eigenvectors, i.e

J7HBIE, = \E, (11.4.2)

where E, and A, are the eigenvectors and the corresponding eigenvalues, respectively.

ii) The dispersion of the eigenvalues, X\ / A

max also

min °*

provides a measure of parameter identifiability [7].

The uncertainty ellipse for the target’s horizontal position at

time t can be easily derived from J7'(6) as follows. The predicted

position for ti.ne t is

[5t]-[82 6981 (11.4.3)

One can obtain the corresponding position error covariance matrix

corresponding to time t, Cpte.t) as:

ce.)=[§ 9§ 9 8] e S (I1.4.4)

The shape and area of this position uncertainy ellipse can be obtained

from the appropriate eigensystem solution.
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III, PERFORMANCE PREDICTIONS

The performance measures discussed in Section II, i.e.,
identifiability, matrix or data ill-conditioning, the area and elongation
of the ellipse, are determined for various situations in this section.
Five scenarios of target trajectory and sensor configurations were chosen
to determine the feasibility of target localization using measurements
from a pair of sensors. Using sequences of TDOA, depression angles and/or
frequency measurements, questions of identifiability, matrix
ill-conditioning, and target parameter uncertainty will be addressed with
the aid of FIM.

Case [

The first case consists of a target trajectory making an angle of

45° with the array axis as shown in Fig.2a. The target passes between
the sensors spaced 2 km. The target location in this case is generally
identifiable, from TDOA and depression angle measurements (sensor
configuration A from Table 1). The FIM was determined for a constant speed
of 10 kn using a sequence of eight TDOA and depression angle
measurements corresponding to the eight equispaced target positions
indicated in Fig.2a. The target is assumed to be moving at a depth of

0.2 km. The FIM was evaluated and found to be non-singular with a

conditioning measure, 10&,,(Apa/Apin)=7.78. The standard deviations of TDOA and

depression angles are O0.is and 6° respectively., The area of the

corresponding two-sigma horizontal position uncertainty ellipse, shown in

Fig.2a corresponding to the largest ellipse is 0.9 km? Under the

Gaussian assumption, the positional estimate will fall within this ellipse
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with 86.5 % probability. The depth standard deviation was 0.04 km. The
addition of frequency measurements to the above measurements
(configuration C) further improves the performance. The zero-Doppler
frequency is 100 Hz. The standard deviation of frequency measurements was
0.1Hz. The corresponding conditioning measure was 7.55 and the largest

area of the corresponding two-sigma position uncertainty ellipse was 0.615

km? as shown in Fig. 2b and the depth standard deviation was 0.0358 km.

Using only TDOA and depression angle measurements with the latt . more

accurate to 0=3% resulted in a considerable improvement in ‘he
performance measure. The corresponding values for the conditioning measure

and for the area of the largest two-sigma uncertainty ellipse are 6.96 and

0.319 km? respectively. The results are shown in Fig.2c and the depth
standard deviation was 0.0348 km.

It is interesting to note that results from Fig.2a when compared to
those from (7] show that for these numbers the 3-d problem with TDOA
and depression angles yields better accuracy than the 2-d problem with
TDOA measurements only.

Case I

The second case examined consists of a target trajectory that is
perpendicular to the array axis and intersecting the axis at a point
outside the sensors as shown in Fig.3a. Configuration A namely, TDOA and
the two depression angle measurements was considered. The FIM was very
ill-conditioned and the uncertainty areas are too large. The addition of
frequency measurements (configuration C) significantly improves target
localization. The FIM was first obtained for the TDOA and the two

depression angle measurements (configuration A), each set
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consisting of eight samples. For a target speed of 10 kn and the sensors

spaced 2 km apart, the matrix conditioning measure is 7.18 and the area

: of the two-sigma position uncertainty ellipse shown in Fig.3a is 1.6 k m?
>,
:J:_' and the depth standard deviation was 0.0634 km. The addition of two sets

of frequency measurements and all the other quantities remaining the same
. (configuration C), gave a matrix conditioning measure of 6.48, and the

area of the two-sigma position uncertainty ellipse as 0.4 96km?

respectively, as shown in Fig.3b and the depth standard deviation was

0.05698 km.
Case IITl
f‘- The third case examined consists of a target trajectory that is
parallel to the array axis. Evaluation of the FIM based on the TDOA

A

. and the depression angle measurements (configuration A) indicated still :\_"-C}
poor localization as in Case II. This is illustrated in Fig.4a. ;

Localizability can be improved by the addition of the frequency
j-‘ measurements (configuration C). The FIM was obtained for combined
- sets of TDOA and depression angle measurements consisting of eight
samples each and sets of TDOA, depression angles and frequency L
; R
. measurements, consisting of eight samples each. The matrix conditioning EL\.‘-
. measure and area of the two-sigma position uncertainty ellipse as shown in ,"f
= e
Fig.4a. and Fig.4b are 7.43, and 1.357 km? (configuration A) "::-;:{E.
- AR
respectively, and 5.98 and 0.438 km? (configuration C) respectively, -
and the depth standard deviations were 0.099 km and 0.089 km, ;i:-
: respectively. :-'
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Case IV

(e an B R

’
.. PP

The fourth case consists of a target trajectory perpendicular to the

array axis passing through the individual sensors and equidistant to the

PN

two sensors spaced at 2 km i.e., in the perpendicular bisector plane.

. The FIM was evaluated on the basis of TDOA and depression angle estimates
. (configuration A). Regardless of target initial position along this
trajectory or target speed, a constant TDOA sequence of zero results. The
3 - imed
. target localization parameters are practically unidentifiable if based on - ‘
TDOA and depression angle measurements alone, as shown in Fig.5a. To
localize a target with this trajectory, it is necessary to obtain - -"'.:‘}
additional measurements. Frequency measurements obtained with each of the .:-‘_.;-'_'.'-

sensors were used in conjunction with the TDOA and depression angle

measurements (configuration C). The FIM was evaluated for the combined

five sets of measurements. The matrix conditioning measure is 6.73,

::: which although relatively large, produces resonable results. The
corresponding two-sigma position uncertainty ellipse illustrated in Fig.5b

has an area of 0.205km? and the depth standard deviation was 0.0367 km.

The FIM was also evaluated for depression angle measurements only

(configuration G) and the target was found to be practically

unidentifiable. The standard deviation of the depression angle ’

o measurements was 6°. The conditioning measure was 6.73 and the area of r :
. the two-sigma uncertainty ellipse was 17.41 km? as shown in Fig.5c with :::';
R the depth standard deviation of 0.0583 km. Finally the FIM was evaluated i‘{_,"'
for frequency measurements only obtained separately with the two sensors i
< <ol

. h\l‘-‘
- (configuration D). The standard deviation of the frequency measurements {;:\:,._\"
- e
::- was 0.1Hz. The resulting conditioning measure was 7.45 and the area of the X \-
\ A '
two-sigma uncertainty ellipse was 2.59 km? as shown in Fig.5d, while the SR
.‘_-.‘.,-.
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depth standard deviation was 4.46 km. The horizontal localization
uncertainty is not too large but this measurement carries practically no
information about depth.

Case V
In this case the target trajectory was as in Case I but the types of

measurements are different. The FIM was evaluated using only the

target frequency measurements obtained separately with two sensors

(configuration D). The results revealed that the target is generally
identifiable as shown in Fig.6a. Addition of depression angle measurements
(configuration F) improved performance as shown in Fig.6b. The
conditioning measure and the area of the largest two-sigma uncertainty

ellipse are 7.097, and 0.805 km?, respectively, for (configuration D)

and the depth standard deviation was 2.16 km: and 6.74 and 0.325 km?,
respectively, (configuration F) as in Fig.6b. and the depth standard
deviation was 0.0384 km respectively. Finally the FIM was evaluated by
assuming only TDOA and frequency measurements (configuration E). The
target is identifiable and the corresponding matrix conditioning measure

is 7.467 and the area of the two-sigma position uncertainty ellipse as in

Fig.6c. is 0.203 km? and the depth standard deviation was 1.211 km.
Note that in all the above cases that have been evaluated the target’'s
direction of travel along the constant velocity trajectory does not affect

the results of the analysis.
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IV. VALIDATION OF THE PERFORMANCE PREDICTION TECHNIQUE.

Experimental performance evaluation was done with the implementation
of a maximum likelihood parameter estimation algorithm by using
simulated measurement data. The algorithm uses the Conjugate Gradient
Search method to minimize the least squares criterion equivalent to the
maximum likelihood. In this algorithm the error measure is the difference
between the noisy measurement data and measurement predictions based on
l the estimated localization parameter values. Simulated data consisting of
TDOA, depression angle and frequency measurements were formed for one

selected scenario. The measurement data were corrupted by additive white

Gaussian noise of a known variance. For one scenario as in Case [, 50

- Monte Carlo tracking simulations were made to form a statistical base for
examination of the localization error. The resulting localization
estimates were then plotted, forming scatter diagrams indicative of the

algorithm’s performance. The corresponding two-sigma error ellipse as

. predicted by the FIM's were superimposed over the scatter plots, allowing

for a direct comparison between the experimental and the theoretically

predicted performance. The results are shown in Fig.8. For the 50 tests e
; performed, good agreement exists between the experimental results |

- and the theoretical uncertainty ellipses shown. A sequence of xL‘\‘_:
. e
'\ uncertainty ellipses and the corresponding scatter diagrams are shown in RS
b

! the figure for the duration of the target path from which measurements

:,.. were obtained.
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V. SUMMARY AND CONCLUSIONS

Following the earlier work (7], where the analysis was done for a
two-dimensional tracking problem with two omnidirectional sensors,
in this work the analysis has been extended to a three-dimensional
tracking problem with two sensors. An analysis procedure based
on the information contained in various sets of measurements, viz. the
TDOA, the two depression angles, and the target frequencies measured
separately with the two sensors has been developed and tested for
evaluation of target localization with a pair of sensors, when the target
moves in the vicinity of the sensors. This tool was initially used to
determine if the informational content of a set of measurements is
sufficient to identify the localization parameters. The analysis also
yields important performance measures such as algorithm convergence
indicators, position and velocity parameter uncertainty ellipses for a
three-dimensional passive tracking problem. Examination of the performance
for various test cases provided insight relating localization accuracy to
target trajectory relative to sensor positions, measurement types and
measurement quality. The results demonstrate that reliable localization

based on TDOA and depression angle measurements occurs primarily

for targets passing between the sensors. The TDOA measurements in

conjunction with the depression angle measurements were observed to yield

a somewhat elongated position uncertainty ellipse. The simultaneous use of __;*

all types of measurements, i.e., frequency, TDOA, and depression angle

produced an improved uncertainty ellipse in terms of eigenvalue

dispersion.
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A more interesting finding is that a target in motion in 3-dimensions
can be localized by using only the target frequency measurements obtained
separately with two sensors.

The results of the computer simulations are in good agreement
with the theoretical performance predictions obtained with the CRLB.
The following important results can be stated
1) A target in motion in three dimensions can be localized by evaluating
the TDOA and depression angle measurements (configuration A) obtained with
two sensors, unless the target is at endfire or far-field. Motion in the
perpendicular bisector plane is practically not identifiable.

2) A target in motion in 3-dimensions cannot be practically localized by
evaluating only the TDOA measurements (configuration B) obtained with two
sensors. However, it can be localized by evaluating only the target
frequency measurements obtained separately with two sensors
(configuration D). Any additional measurements like the TDOA or the
depression angle measurements improve performance.

The analysis is general and can be applied to air acoustics, passive
radar, and electromagnetic direction finding. With such an analysis tool
one can predict performance, i.e., the ability to track, and separate
targets, for various types and qualities of measurements. This analysis
indicates the potential of a field of sensors in tracking targets.
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APPENDIX A
Evaluation of Gradients - h(t,)
To determine target localization identifiability from TDOA and the two
depression angle estimates, the gradients of h;(6,t), i=1,2,3 are

evaluated using equations (I1I.1.6), (II.1.8) and (II.1.9) in Section II,

as follows:

d Xy-x () x;-x(t,)
e A BN R

(o} () - (o) ()

=C08B COSA,, - CO0SByCOSA,

a4 (A.1)

where

N

p, (8.4 )= [(x,-x(tk))2+(y1-y(tk))2] (A.2)

and,

Njms

p,8.t)= [ (xpmx (1)) (y,-y(1,))? ] (A3)

and B, and B, denote the bearing angles at time
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t, measured with respect to a plane passing through the two sensors

and the target. Similarly —

a%oh,(e,tk) = sinBycosA, - sinBxcosAg,

-bm (A.4)

d = zo - zo o -
e L X CH R N R

= sinAy, - SinA,

- cy (A.5) 7
é%hJGJt)- agty (A.6) ﬁi;
&%hi(e'tk) = buty (A.7)

Similarly gradients of h,(8,t ) and hy(8,4{) are

Zg

_g__ = _d_ -1
dxohzte.tx) dxg tan

N

[ %6012ty -y (4,017 ]

e e

SinA
e u‘(-cosBu‘)

=ax (A.8)
A he,t,) -4-tan™! ]
9y o dyﬂ 2 2 %
[ (x4 0)%+(y,-y (4,07 ]
inA
=Sl r1 u(-SinBu)
X &E«
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A-3 \;\1’-.1
AN CE
“by (A.9) el
3 a1 Zo A
. dz hz(e tk) -dzotan % :‘ W n'!
d [ (x4 %+ (y,-y(4,0)?] .
R
et NN
ry? Aoy
LAY
CosAq Yo
T, L
=Cop (A.10) ,
e A
d L
3 2 xg-X (1) e
- dx T D3(8,t,) {rz(e.tk)z} {92(9-tk) L4
' sinA i
- =—F 2“(-—cosBZk) :
- -y (A.13)
- d 1 (6.t,) { z, } {yz-y(txl}
T dy, ¥, rz(B.tk)z p,(0.t)
: sinA
=by (A.14)
a4 Y
d20h3(e't“) = rzz
CcosAy =
R ol
-Cn (A.15) R
~, d “;.'A';
r av;ha(eutk) - a3ktk (A.is) !.:":;'1
b
> dv =-hy(6,t,) = bgt, (A17) RS
-.. I'\:.\‘
R ]
p If the frequency measurements are also considered the gradients of E
. h;, i=4,5 are evaluated using the Eq. (II.3.1), i.e. ““
. oY
N d fofvs _ 1 2 N
a;;h'(e.tk) = ?{?f - r—3[v‘(x,-x(t1‘)) *vy(yl-y(tk)(xj-x(tk))]} .t:‘éi
Y ] atn
-
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- A-4
“
R
2 -3, i=4,5; J=1.2 (A.18)
. d fu vy 1 - 2 ’ "
% ay (o) - r—:{?; - rj—:,[v,‘(x,-x(tk))(yj-y(t,‘nw,,(yJ y(t,)) ]} i
b, i=4,5;  §=1,2 (A.19) o
(xy-x (1)) +vy (y -y (1)) T
d _ fozg[ V2™ ™y Y -
dzn (O = e ry’ ] ol
‘ =c 74,5 j=1,2 (A.20) T ‘
fof (x,~Xg—2v,t,)
d 0 j “0 x
avu(8.h) - '?{——r,——
[Vatxyx ) vy ly -y (4 0) | Org=x 0y
+ rja N
o -d,,  i=4,5: j=1,2 (A.21)
:'; £ (y -y0-2vytk)
% as—yn,(e.tk) - TU{"J_?,‘—'
[v,(xj—x(tt)]*vy(yj-y(tk))](yj-y(tk))tk
+ rja ’
] —e,,  i=4,5; j=1,2 (A.22)
> Thus the gradient vectors hg(6,t), i=1,2,3,4,5 are given by:

h,(8.,4,)=Vgh, (6,4,)
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APPENDIX B

Identifiability Conditions for the 3-d case

The identifiability condition is evaluated in two steps:
1) To prove the identifiability of the corresponding system only for
TDOA estimates.
2) Apply the approach in step (1) to the general problem where the
TDOA and depresssion angle estimates are considered. {In addition
the complementary measurement sets may also be considered.]
B.1 Step I- only TDOA measurements considered.

In this case one has now to show that the determinant of the matrix
D, is non-zero. Using the relation t, = (k-1)A, {Dj| reduces as

follows:

8y 2y, a4y 844 845
by, by2 byq g bys

IDgl = [y Ciz  Cy3 Cyq 15 (B.1.1)
0 a,zA 3132A aMBA a,s4A

0 b8 b24 b 34 by4a
This determinant can be developed along the first column from which one

can deduce that |D,| can be zero if

1) a,, = O and, (B.1.2)
2) by, = O and, (B.1.3)
3) ¢y = O (B.1.4)
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which further implies that
1} a, = O and, (B.1.5)
2) by, = O and, (B.1.6)
3) ¢y = O (B.1.7)

{This follows from the fact that |D;| can be developed along any column.

Also, k=1,..,5, since the minimum number of measurements are considered.}

3y = 0 = cosBycosA, - cosBycosA, = 0 (B.1.8)
by = 0 = sinBy,cosA,, - sinBycosA, = 0 (B.1.9)
Cy = 0 = sinAy - sinA, =0 (B.1.10)

The above three conditions imply the following:
When B,(9,t,)=B,(06,t,) and A (8,4, )=2A,(6,t,) one has h (8,4, ) = 0.
Thus a measurement does not provide any information, when the target is at
endfire. Furthermore, in the far-field B,(06,t )=B,(6,t)
and A(6,t, )=A,(6,t,) and all the gradients are practically
zero, Wwhich, as intuitively expected, precludes identifiability. In other
words the near-field condition is necessary for identifiability. When
B,(e,t, )+By(06,t,) = n, and A (6,t, ) - A,(0,t ) i.e., along the
perpendicular bisector plane of the line joining the two sensors, one
has b, = 0 and ¢4 = 0 and motion along this perpendicular
bisector plane also precludes identifiability.

In addition for determinant of D, to be zero the following have to

be simultaneously zero i.e.,
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4) Dyl = O, and (B.1.11)
S) IDg.l = 0, and (B.1.12)
6) Dl = O (B.1.13)
where

[ by, by3 Dyy bys 7]
D - Cy2 Céa Cyq Cys
ve a12A 3y, A a143A a,54A

| bpd  b24 b 38 bydd

842 843 844 845
D = €12 Céa Ci4 C1s
ac a8 3,324 a“3A a1s4A

212 213 844 215 ]
12 3 1

Dab = aizA 313£A 81433 B’sqg

e ble b132A leBA b154A —

For conditions (B.1.11) through (B.1.13) to be true one has to examine the
determinants individually. By properly partitioning one can derive the

following:

- . -1 .
IDpe! = 1Dpess! 1Duc22-PocatPoess Dperz! if Dpeyy | exists.

where it can be shown that

Cq2*€C Cq9-C AatA Aca-A
lDbc""4C0502C08(—12§—R)3in(—13§_ﬂ)c05(_..13242)5"1( 132 23)

- 4.cosoacos(E%C—E)sin(m%ﬁ})cos(&%gy)sin(c—‘%gﬂ) (B.14)
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where ¢, ,C,(e,tk) and Cz(e,tk) are angles as defined in the
Fig. B.1. The above two terms are identically zero iff:
i) Cyp*Cop=m

i) Cy3+Cop=m

= Cyp+Cp=n (B.1.15)
i.e., motion along perpendicular bisector plane of the line joining the

two sensors.

iii) ¢, -

(NP

iv) ApprAy=n
v) A3*Ayy=n
E =>¢k-% and Ay Ay =7 (B.1.16)
i.e., Target at infinite depth, a condition redundant for the problem
i defined as the depth is considered to be constant at z;.
vi) Cyp=C5y
vii) Cy3=Cyg
I = Cu=Cy (B.1.17)
v i.e., Target at endfire or far-field.
viii) Ap=A,,

' iX ) A13'A23

= A=Ay (B.1.18)

i.e., Target motion along perpendicular bisector plane of the line joining

e R 3

the two sensors or target at endfire or target at far-field. Finally,

with some mathematical manipulations one can derive the following:
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Dy 1= 87{12(043613-b15C12) (34bys=315P1) =4 (ByC13-byscya) (343D45845by5)

=8(Dy3C147D14C12) (343b15-2y5b13) =3 (by4C137Dy3C 14 ) (814D45-315by4)
I. ~6(by5C157b15C12) (814by3=a43014) +2(a13D437813b5) (by4Cy5-bysCey) } (B.1.19)
Similarly,

-1 . -1 .
lDacl - IDacﬂ”Daczz'DacmDacH Dac‘lzI if Dacﬂ exists.

Also,

3

C,p+C C,-C AatA Aa-A
IDacyy ! ‘43in(—g-2—-32)sin( ’22 22)c0s( 132 23)qin( 132 23,

Agp+A Ap-A Cyq+C Cyy-C
. +4cos(12—22)gin (12 "22)gin(—13—23)gin (1323,
- 2 2 2 2
. The above two terms in the R.H.S. are identically zero iff
: i) Cyo=Co

ii) Cy3=Cypy
= Cu=Cx (B.1.20)

jfv i.e., Target located at enfire or far-~field.

i) A=Ay
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iv) A=Ay

=2 Ap=An (B.1.21)
i.e., Target motion along perpendicular bisector plane of the line joining
the two sensors, or target located at endfire or far-field.

v) AprAymm

Vi) ApptAy=m

= Ay *An =R (B.1.22)
i.e., target at infinite depth, a condition ruled out for this problem.

As before one can derive the following expression:
2
IDgeI= & {12(312‘:13'313"—12)(aubts'a:sbu)'4(314C13‘a13‘:14)(312"15'315"12]
-8(a,5C14-244C1;) (3y3by5-215by3) -3 (ay5C 32430 5) (24D137yDe4)

~6(845C13215015) (a44D13-813b14) + 2 (213D y3-813042) (344C15-245C14) | (B.1.23)

Similarly,

F
s -1 . -1 .
e 1 Dgp t = 1 Dgpyy | 1 Dapyp = Dapzy Dapsy Dapiz I i f Dauy exists
)
‘_.: where,
4
¢
- Cyq+C c,,-C CyaeC C,q-C
Y Dyl = -4cose sin(—25-2)sin(252)cos(—125-2)sin(~11-2)
»
i
Cyp~ C-C Cq+C Cq,q-C
Oy 927C22, . Cyp-Cop ' . Cy3+Coy  ~  Cy43-Co
’ '4cosozcos(————2 )sin( 5 ysin( ) )sin( 3 ) (B',L.24)
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B-7
The last two terms are identically zero if,
i} CpprCopr
i1) Cyp¢Coy=m
=2 Cyu+Co=n (B.1.25)

i.e., Target motion along perpendicular bisector plane of the line joining
the two sensors.
iii) Cyp=Cspy
iv) Cy3=Cp3
= Cy=Cx (B.1.26)
i.e., Target located at endfire or far-field.
v) ¢,=% (B.1.27)
i.e., target at infinite depth, a condition ruled out for this problem.
As before one can show that
D! = Az{12(312b13“°13b12)(aubs'aﬁbu)'4(314"13'813514)(312b15'a1sb12)
-8(ay5b14-8y4D42) (By3b15=815Dy3) ~3(845D13781315) (8440137812044 )
~6(817D15-845b12) (84 gby3~813D14) +2(8y2by3-843042) (44D15-8ysbyq) ) (B.1.28)
One can now combine conditions (1) through (6) and the respective

equations to determine the determinant of D,
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Sufficient Conditions of Unidentifiability

From the above analysis it is clear that for determinant of the main
matrix D to be zero the determinant of all 2x2 submatrices must be
zero. The details of the workout can be obtained in [29]). Also on
inspection all the above conditions reduce to the following three
important conditions as follows:
i) Cyu+Cop=nm
= By +By=m (B.1.29)

i.e., Target motion along perpendicular bisector plane of the line joining

the two sensors.

ii} Cgy=Coy
i.e., Target located at endfire or far-field.
ili) Ag=An (B.1.31)

i.e., Target located at endfire or far-field, or target motion along the
perpendicular bisector plane of the line joining the two sensors.
B.2 Step II-TDOA and depression angle measurements
In this case one has to show that the |D| exists where:
Ay, A, Ay Ay A

B, B, B; B, B

IDI = |C4 C% c Cq Cs (B.2.1)
Aty Aty Ay ALy At

From Ref. [14])-[16] it is sufficient to show that [Djl + [D,| <+ D4l
is non-zero, where D, D, and D, are as defined in Section II.

Existence of the first term is already shown in Step I above. If one works

through the evaluation of |D,| and |D;| one can show that:
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iDgl « 1Dyl + 1Dgl

= A%{12H(K'-X'+T*)-4S(L"-Y*+P*) -8Q(N'~2Z"+R") *‘“"
+3R(M’-V"+Q’}-6P(0-V"+S*}+ 2T (F*-G"+H') } (B.3.2)

where the constants can be obtained from [29]). On closer examination of

Eqn. (B.3.2) it is clear that the terms on the R.H.S. are identically zero

if the submatrices of determinants 0,, D, and D; are zero which as

(B.29) (B.30) and (B.31).
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b in step one reduces to the three main conditions as in the Equations
=

3

|

r

B.3 Identifiability condition for the three-dimensional case when

only frequency measurements are considered

When the FIM is evaluated by considering the single-sensor

target frequency measurements obtained with two sensors, the target is
generally identifiable. The sufficient conditions of unidentifiability

are developed as follows: In this case one has to show that the

determinant of the matrix D;, i=4,5 is non-zero, where the |D,| is
given by
_—;'. gu giz gsa gu gxs
i i2 13 iq is
S D1 = [ey Ciz Cia Cig cis| i=4.5 (B.3.1)
dy di; dy3 dyy dys
- €11 €12 €3 €4 Cs
Q‘, where the quantities that make up the determinant are obtained from
<
._ Appendix A. As before, one can develop the determinant along the first
.
- column giving the sufficient conditions for the |[D/| to be zero. The
o basic conditions are
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1) a; =0, or its minor=0 and, (B.3.2)
2) b,=0 or its minor=0 and, (B.3.3)
3) c4=0 or its minor=-0 and, (B.3.4)
4) d;,=0 or its minor=0 and, {B.3.5)
5) e,=0 or its minor=0 and, (B.3.6)

where i=4,5 and k=1,...5, ( since the minimum number of measurements are
considered. )

When the target is at endfire and moving along the line joining the two
sensors, then v, is some value say 10 kn and vy=0. one can show from
the Eq. (B.3.2) that
1-(cosBikcosu‘\m)2 (B.3.7)
which is true, since A; and B, are both zero.
Similarly, one can show that the Eq. (B.3.3) reduces to
cosB;,cosA , sinB; cosA =0 (B.3.8)
which is true, since A, and B“L are both zero.
Similarly, under the above conditions the Eq. (B.3.4) reduces to
tanA, cosB, cosA, =0 (B.3.9)
which is true, since A, and B;,, are both zero. The minors of
d,y and e, eventually reduce to zero as a consequence of the
Equations (B.3.7), (B.3.8) and (B.3.9).

When the target is at far-field it can be considered moving
perpendicular to the line joining the two sensors which means v, ,=0 and

vy is some value say 10 kn, then the Eq. (B.3.2) reduces to

sinB, cosA, cosB, cosA =0 (B.3.10)

which is true since By, =90° and A, =O0.

Similarly, Eq. (B.3.3) reduces to
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(sinB,,cosA,, )?=1 (B.3.11) e
which is true since B, =90° and A, =0.

Also Eq. (B.3.4) reduces to
tanA,, sinB,, cosA; =0 (B.3.12)

which is also true since A;=0, as before the minors of d;

E_ and e, eventually reduce to zero as a consequence of the
B Equations (B.3.10), (B.3.11), and (B.3.12). Thus target unidentifiable ..._..
if at endfire or far-field.

When the target is moving along the perpendicular bisector plane

of the line joining the two sensors it is convenient to consider the :,_,:~
convenient to consider the complete FIM and then evaluate the L
determinant of the combined FIM. In this case the target still moves
perpendicular to the line joining the two sensors so that v,=0 and [‘—

vy is some value say 10 kn, in which case agé&ag =0 and ’;\

3

by & bg = O

, s i n c e By, *+ B, = 1 8 0° , a n d

B F )
M

thus for motion along the perpendicular bisector plane of the
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line joining the two sensors the target is identifiable.

re
?, 'J.".l
1

L
|']

s

-

o
RN
bP‘

-

RS SRR,

. I S
RORT NS E R 5 S5



R-1 W, -

REFERENCES s

[t} R.O. Schmidt, " A new approach to geometry of range difference
location, " IEEE Trans. Aerosp. Electron. Syst. vol. AES-8, e
pp.-821-835, Nov. 1972. s

[2] E. Weinstein, " Optimal source localization and tracking from passive
array measurements," IEEE Trans. Acoust., Speech, Signal Processing,
vol. ASSP-30, no. 1, pp. 69-76, Feb. 1982.

[3] V. H. MacDonald and P. M. Schultheiss, " Optimum passive
bearing estimation in a spatially incoherent noise environment, g
J. Acoust. Soc. Amer., vol. 46, no. {, pp.37-43, 1969.

i {4] W. R. Hahn, " Optimum signal processing for passive sonar range and
F’ bearing estimation, "J. Acoust. Soc. Amer., vol. 58, no. {, pp.

201-207, July 1975.

[5) E. J. Hilliard and R. F. Pinkos, " Analysis of triangular ranging l;f‘.r

using beta density angular errors, " J. Acoust. Soc. Amer.,” vol. :-ﬁj;

65, no. 5, pp. 1218-1228, May 1979.

I
[V

3 [6) G. C. Carter, ™ Variance bounds for passively locating an acoustic bo.
source with a8 symmetric line array, " J. Acost. Soc. Amer., vol. 62, e
::-Z pp. 922-926, Oct. 1977. o
- (7] J. F. Arnold, Y. Bar-Shalom, R. Estrada, R. A. Mucci, " Target S
&2 parameter estimation using measurements acquired with a small number of g
sensors. " IEEE J. QOceanic Engg. vol. OE-8, no.3, July 1983. ‘,_,,
- i
e (8] J. M. Fitts, ® On the observability of nonlinear systems with {:
- applications to nonlinear regression analysis, “ in Proc. Symp. ;:;.
-:f Non-linear Estimation Theory and its Application (San Diego, CA), LN

Sept. 1970.

v

s
y s
e

(9] H. Cramer, Mathematical Methods of Statistics. Princeton, NJ:
Princeton University Press, 1951,

AN
s N
LT $otitol'e
PR
P R SO AL LR

{10) H. L. Van Trees, Detection, Estimation, and Modulation Theory-

D Part I Detection, Estimation, and Linear Modulation Theory. New f‘
: York: Wiley, 1968, RN
- ([11] W. R. Hahn and S. A. Tretter, " Optimum processing for delay vector :'_1:'_:
N estimation in passive sonar arrays, " IEEE Trans. Inform. Theory, }_— -
o vol.IT-19, no. 5, pp. 608-614, Sept. 1973. 4
ﬁ [12] P. M. Schultheiss and E. Weinstein, " Lower bounds on the :;‘-_'::
- localization errors of a moving source observed by a passive array, " :’_&‘.

Ry 50 8 A P T S R O R S0 W S 2 2 TR Y N 0 S S S O G SR

\
BRI ARE P I I
» Y < Nyt




IEEE Trans. Acoust. Speech, Signal Processing, vol. ASSP-29, no. 3,
pp. 600-607, June 1981,

(13} C. H. Knapp and G. C. Carter, " The generalized correlation method
for estimation of time delay, “ IEEE Trans. Acoust., Speech, Signal Processing,

vol. ASSP-24, no. 4, pp. 320-327, Aug. 1976.

(14} T. Fujisawa and E. S. Kuh, " Some results on existence and uniqueness
of solutions of nonlinear networks, " IEEE Trans. Circuit Theory,

vol. CT-18, pp. 501-506, Sept.19714.

(15] S. R. Kuo, D. L. Eliott, T. J. Tarn, " Observability of nonlinear
systems, " Inform. Contr., vol. 22, pp. 89-99, 1973,

[16} T. Ohtsuki and H. Watanabe, “ State-variable analysis of RLC
networks containing nonlinear coupling devices, " IEEE Trans. Circuit

Theory, vol. CT-16, pp. 26-38, Feb. 1969.

[17) E. Weinstein, "= Measurement of the differential doppler shift, *
IEEE Trans. Acoust., Speech, Signal Processing, vol. ASSP-30, no. 1,
pp. 112-117, Feb. 1982.

18] P. M. Schultheiss and E. Weinstein, " Estimation of differential
doppler shifts, " J. Acoust. Soc. Amer. vol. 66, pp. 1412, Nov.
19789.

{19] M. J. Shensa, “ On the uniqueness of doppler tracking, "
J. Acoust. Soc, Amer., vol. 70, no. 4, pp. 1062-1064, Oct. 1981.

{20] S. Nardone and V. Aidala, " Observability criteria for bearing-only
target motion analysis, " IEEE Trans. Aerosp. Electron. Syst., vol.
AES-17, pp. 162-166, Mar. 1981.

{21} J. H. Wilkinson, The Algebraic Eigen Value Problem Oxford,
England: Clarendon Press, 196S5.

[22] R. A. Altes, " Target position estimation in radar and sonar, and
generalized ambiguity analysis for maeximum likelihood parameter
estimation, “ Proc. IEEE, wvol. 67, no. 6, pp. 920-930, June 19789,

{23) R. Fletcher and M. J. D. Powell, ™ A rapidly convergent descent
method for minimization, " Comput. J., vol. 6, no. 2, pp. 163-168,
1963.

[24) E. Weinstein, “ Decentralization of the Gausian maximum likelihood
estimator and its applications to passive array processing, "

IEEE Trans. Acoust. Speech, Signal Processing vol. ASSP-29, no. 5,
pp. 945-951, Oct. 1981,




T

........

) e e .
¢ . S . . - > » »
e N M e et e e e .
ARSI TR 1R A S, C SN DAL N COVE 1

[25] R. R. Tenney and N. R. Sandel}l, Jr., " Detection with distributed
sensors, " IEEE Trans. Aerosp. Electron. Syst., vol. AES-17, no. 4,

pp. 501-507, July 1981,

{26] V. R. Lessor and L. D. Erman, " Distributed interpretation: A model
and experiment, " IEEE Trans. Comput., vol. C-29, no. 12, pp.
1144-1162, Dec.1980.

(27) J. Arnold, Y. Bar-Shalom, and R. Mucci, ® Track Segment Association
with a Distributed Field of Sensors, “ Proc. American Control Conference,
San Diego, CA, June 1984,

(28] D. G. Luenberger, * Introduction to Linear and Non- Linear Programming *“
Addison-Wesley, 1973.

[29] H. M. Shertukde, " Target parameter estimation with a single pair of
sensors using Time difference of aarival and depression angle
measurements”, M. S. Thesis, University of Connecticut, EECS, Dec. 198S5.

ey el
w
- a
Lot - ‘/'rﬂ.







